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Three Perspectives on Meaning 

1.  Lexical Semantics 
•  The meanings of individual words 

2.  Formal Semantics (or Compositional 
Semantics or Sentential Semantics) 
•  How those meanings combine to make meanings for  

individual sentences or utterances  
3.  Discourse or Pragmatics 
◦  How those meanings combine with each other and 

with other facts about various kinds of context to 
make meanings for a text or discourse 

–  Dialog or Conversation is often lumped together 
with Discourse 



Outline: Comp Lexical Semantics 

�  Intro to Lexical Semantics  
◦ Homonymy, Polysemy, Synonymy 
◦ Online resources: WordNet 

� Computational Lexical Semantics 
◦ Word Sense Disambiguation 
�  Supervised 
�  Semi-supervised 
◦ Word Similarity 
�  Thesaurus-based 
�  Distributional 



Preliminaries 

� What’s a word? 
◦ Definitions we’ve used: Types, tokens, stems, 

roots, inflected forms, etc...  

◦  Lexeme: An entry in a lexicon consisting of a 
pairing of a form with a single meaning 
representation 
◦  Lexicon: A collection of lexemes 



Relationships between word meanings 

� Homonymy 
� Polysemy 
�  Synonymy 
� Antonymy 
� Hypernomy 
� Hyponomy 
� Meronomy 



Homonymy 
�  Homonymy: 
◦  Lexemes that share a form 
�  Phonological, orthographic or both 

◦  But have unrelated, distinct meanings 
◦  Clear example: 
�   Bat (wooden stick-like thing) vs 
�   Bat (flying scary mammal thing) 
�  Or bank (financial institution) versus bank (riverside) 

◦  Can be homophones, homographs, or both: 
�  Homophones: 

� Write and right 
�  Piece and peace 



Homonymy causes problems for NLP 
applications 

�  Text-to-Speech 
◦  Same orthographic form but different phonological 

form  
�  bass vs bass 

�  Information retrieval 
◦  Different meanings same orthographic form 
�  QUERY: bat care 

�  Machine Translation 
�  Speech recognition 
◦  Why?  



Polysemy 
�  The bank is constructed from red brick 

I withdrew the money from the bank  
� Are those the same sense? 
� Or consider the following WSJ example 
◦ While some banks furnish sperm only to married 

women, others are less restrictive 

◦ Which sense of bank is this? 
�  Is it distinct from (homonymous with) the river bank 

sense? 
�  How about the savings bank sense? 



Polysemy 
�  A single lexeme with multiple related meanings 

(bank the building, bank the financial institution) 
�  Most non-rare words have multiple meanings 
◦  The number of meanings is related to its frequency 
◦  Verbs tend more to polysemy 
◦  Distinguishing polysemy from homonymy isn’t always 

easy (or necessary) 



Metaphor and Metonymy 
�  Specific types of polysemy 
� Metaphor: 
◦ Germany will pull Slovenia out of its 

economic slump. 
◦  I spent 2 hours on that homework. 

� Metonymy 
◦ The White House announced yesterday. 
◦ This chapter talks about part-of-speech 

tagging 
◦  Bank (building) and bank (financial institution) 



How do we know when a word has more 
than one sense? 

� ATIS examples 
◦ Which flights serve breakfast? 
◦ Does America West serve Philadelphia? 

� The “zeugma” test: 

◦  ?Does United serve breakfast and San Jose? 



Synonyms 
�  Word that have the same meaning in some or all 

contexts. 
◦  filbert / hazelnut 
◦  couch / sofa 
◦  big / large 
◦  automobile / car 
◦  vomit / throw up 
◦  Water / H20 

�  Two lexemes are synonyms if they can be successfully 
substituted for each other in all situations 
◦  If so they have the same propositional meaning 



Synonyms 

� But there are few (or no) examples of 
perfect synonymy. 
◦ Why should that be?  
◦  Even if many aspects of meaning are identical 
◦  Still may not preserve the acceptability based 

on notions of politeness, slang, register, genre, 
etc. 

� Example: 
◦ Water and H20 



Some more terminology 
�  Lemmas and word forms 
◦  A lexeme is an abstract pairing of meaning and form 
◦  A lemma or citation form is the grammatical form that is used to 

represent a lexeme. 
�  Carpet is the lemma for carpets 
�  Dormir is the lemma for duermes. 

◦  Specific surface forms carpets, sung, duermes are called word forms 

�  The lemma bank has two senses: 
◦  Instead, a bank can hold the investments in a custodial account in the 

client’s name 
◦  But as agriculture burgeons on the east bank, the river will shrink even 

more. 

�  A sense is a discrete representation of one aspect of the 
meaning of a word 



Synonymy is a relation between senses 
rather than words 
�  Consider the words big and large 
�  Are they synonyms? 
◦  How big is that plane? 
◦  Would I be flying on a large or small plane? 

�  How about here: 
◦  Miss Nelson, for instance, became a kind of big sister to 

Benjamin. 
◦  ?Miss Nelson, for instance, became a kind of large sister to 

Benjamin. 

�  Why? 
◦  big has a sense that means being older, or grown up 
◦  large lacks this sense 



Antonyms 
�  Senses that are opposites with respect to one feature 

of their meaning 
�  Otherwise, they are very similar! 
◦  dark / light 
◦  short / long 
◦  hot / cold 
◦  up / down 
◦  in / out 

�  More formally: antonyms can 
◦  define a binary opposition or at opposite ends of a scale 

(long/short, fast/slow) 
◦  Be reversives: rise/fall, up/down 



Hyponymy 
�  One sense is a hyponym of another if the first 

sense is more specific, denoting a subclass of the 
other 
◦  car is a hyponym of vehicle 
◦  dog is a hyponym of animal 
◦  mango is a hyponym of fruit 

�  Conversely 
◦  vehicle is a hypernym/superordinate  of car 
◦  animal is a hypernym of dog 
◦  fruit is a hypernym of mango 

superordinate vehicle fruit furniture mammal 
hyponym car mango chair dog 



Hypernymy more formally 

� Extensional: 
◦ The class denoted by the superordinate 
◦  extensionally includes the class denoted by 

the hyponym 

� Entailment: 
◦ A sense A is a hyponym of sense B if being an 

A entails being a B 

� Hyponymy is usually transitive  
◦  (A hypo B and B hypo C entails A hypo C) 



II. WordNet 

� A hierarchically organized lexical database 
� On-line thesaurus + aspects of a 

dictionary 
�  Versions for other languages are under 

development 

Category Unique Forms 
Noun 117,097 
Verb 11,488 
Adjective 22,141 
Adverb 4,601 



Format of Wordnet Entries 



WordNet Noun Relations 



WordNet Verb Relations 



WordNet Hierarchies 



How is “sense” defined in WordNet? 

�  The set of near-synonyms for a WordNet sense is called 
a synset (synonym set); it’s their version of a sense or 
a concept 

�  Example: chump as a noun to mean  
◦  ‘a person who is gullible and easy to take advantage of’ 

�  Each of these senses share this same gloss 
�  Thus for WordNet, the meaning of this sense of chump 

is this list. 



Word Sense Disambiguation (WSD) 

� Given  
◦  a word in context,  
◦  A fixed inventory of potential word sense 

�  decide which sense of the word this is. 
◦  English-to-Spanish MT 
�  Inventory is set of Spanish translations 
◦  Speech Synthesis 
�  Inventory is homographs with different pronunciations 

like bass and bow 
◦  Automatic indexing of medical articles 
�  MeSH (Medical Subject Headings) thesaurus entries 



Two variants of WSD task 

� Lexical Sample task 
◦  Small pre-selected set of target words 
◦ And inventory of senses for each word 
◦ We’ll use supervised machine learning 

� All-words task 
◦  Every word in an entire text 
◦ A lexicon with senses for each word 
◦  Sort of like part-of-speech tagging 
�  Except each lemma has its own tagset 



Supervised Machine Learning Approaches 

�  Supervised machine learning approach: 
◦  a training corpus of words tagged in context with their 

sense 
◦  used to train a classifier that can tag words in new text 
◦  Just as we saw for part-of-speech tagging, statistical MT. 

�  Summary of what we need: 
◦  the tag set (“sense inventory”) 
◦  the training corpus 
◦  A set of features extracted from the training corpus 
◦  A classifier 



WordNet Bass 
The noun ``bass'' has 8 senses in WordNet 
 
1.  bass - (the lowest part of the musical range) 
2.  bass, bass part - (the lowest part in polyphonic  music) 
3.  bass, basso - (an adult male singer with the lowest voice) 
4.  sea bass, bass - (flesh of lean-fleshed saltwater fish of the family 

Serranidae) 
5.  freshwater bass, bass - (any of various North American lean-fleshed 

freshwater fishes especially of the genus Micropterus) 
6.  bass, bass voice, basso - (the lowest adult male singing voice) 
7.  bass - (the member with the lowest range of a family of musical 

instruments) 
8.  bass -(nontechnical name for any of numerous edible  marine and 
          freshwater spiny-finned fishes) 



Inventory of sense tags for bass 



Supervised WSD 1: WSD Tags 

� What’s a tag? 
◦ A dictionary sense? 

�  For example, for WordNet an instance of 
“bass” in a text has 8 possible tags or 
labels (bass1 through bass8). 



Supervised WSD 2: Get a corpus 

�  Lexical sample task: 
◦  Line-hard-serve corpus - 4000 examples of each 
◦  Interest corpus - 2369 sense-tagged examples 

� All words: 
◦  Semantic concordance: a corpus in which 

each open-class word is labeled with a sense from 
a specific dictionary/thesaurus. 
�  SemCor: 234,000 words from Brown Corpus, manually 

tagged with WordNet senses 
�  SENSEVAL-3 competition corpora - 2081 tagged word 

tokens 



Supervised WSD 3:  
Extract feature vectors 

� Weaver (1955) 
◦  If one examines the words in a book, one at a time as 

through an opaque mask with a hole in it one word 
wide, then it is obviously impossible to determine, one 
at a time, the meaning of the words. […]  
◦  But if one lengthens the slit in the opaque mask, until 

one can see not only the central word in question but 
also say N words on either side, then if N is large 
enough one can unambiguously decide the meaning of 
the central word. […]  
◦  The practical question is : ``What minimum value of N 

will, at least in a tolerable fraction of cases, lead to the 
correct choice of meaning for the central word?'' 



Feature vectors 
�  A simple representation for each observation 

(each instance of a target word) 
◦  Vectors of sets of feature/value pairs 
�  I.e. files of comma-separated values 

◦  These vectors should represent the window of words 
around the target 



Two kinds of features in the vectors 

� Collocational features and bag-of-words 
features 
◦  Collocational 

�  Features about words at specific positions near target word 
� Often limited to just word identity and POS 

◦  Bag-of-words 
�  Features about words that occur anywhere in the window (regardless 

of position) 
�  Typically limited to frequency counts 

 



Examples 

� Example text (WSJ) 
◦ An electric guitar and bass player stand off to 

one side not really part of the scene, just as a 
sort of nod to gringo expectations perhaps 
◦ Assume a window of +/- 2 from the target 



Examples 

� Example text 
◦ An electric guitar and bass player stand off to 

one side not really part of the scene, just as a 
sort of nod to gringo expectations perhaps 
◦ Assume a window of +/- 2 from the target 



Collocational 

� Position-specific information about the words in 
the window 

�  guitar and bass player stand 
◦  [guitar, NN, and, CC, player, NN, stand, VB] 
◦ Wordn-2, POSn-2, wordn-1, POSn-1, Wordn+1 POSn+1… 
◦  In other words, a vector consisting of 
◦  [position n word, position n part-of-speech…] 



Bag-of-words 

�  Information about the words that occur 
within the window. 

�  First derive a set of terms to place in the 
vector. 

� Then note how often each of those terms 
occurs in a given window. 

 



Co-Occurrence Example 
�  Assume we’ve settled on a possible vocabulary 

of 12 words that includes guitar and player but 
not and and stand 

 
�  guitar and bass player stand 
◦  [0,0,0,1,0,0,0,0,0,1,0,0] 
◦  Which are the counts of words predefined as e.g., 
◦  [fish,fishing,viol, guitar, double,cello… 



Classifiers 

� Once we cast the WSD problem as a 
classification problem, then all sorts of 
techniques are possible 
◦ Naïve Bayes (the easiest thing to try first) 
◦ Decision lists 
◦ Decision trees 
◦ Neural nets 
◦  Support vector machines 
◦ Nearest neighbor methods… 



Classifiers 

� The choice of technique, in part, depends 
on the set of features that have been used 
◦  Some techniques work better/worse with 

features with numerical values 
◦  Some techniques work better/worse with 

features that have large numbers of possible 
values 
�  For example, the feature the word to the left has 

a fairly large number of possible values 



Naïve Bayes 

�  Rewriting with Bayes  

�  Removing denominator 

�  assuming independence of the features: 
�  Final: 

€ 
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s∈S

 P(s) P( f j | s)
j=1

n

∏

  

€ 

ˆ s = argmax
s∈S

 P(s |
 
f )

  

€ 

ˆ s = argmax
s∈S

 P(
 
f | s) p(s)
p(
 
f )

  

€ 

ˆ s = argmax
s∈S

 P(
 
f | s)P(s)

  

€ 

P(
 
f | s) ≈ P( f j | s)

j=1

n

∏



Naïve Bayes 
� P(s) … just the prior of that sense. 
◦  Just as with part of speech tagging, not all 

senses will occur with equal frequency 
◦  P(si) = count(si,wj)/count(wj) 

� P(fj|s)…  conditional probability of some 
particular feature/value combination given 
a particular sense 
◦  P(fj|s) = count(fj,s)/count(s) 

� You can get both of these from a tagged 
corpus with the features encoded 



Naïve Bayes Test 

� On a corpus of examples of uses of the 
word line, naïve Bayes achieved about 73% 
correct 

� Good? 



Decision Lists: another popular method 

�  A case statement…. 



Learning Decision Lists 

� Restrict the lists to rules that test a single 
feature (1-decisionlist rules) 

� Evaluate each possible test and rank them 
based on how well they work. 

� Glue the top-N tests together and call 
that your decision list. 



Yarowsky 
�  On a binary (homonymy) distinction used the 

following metric to rank the tests 

�  Ratio tells us how discriminating this feature is 
�  Order the tests by the log-likelihood ratio 
�  This gives about 95% on this test… 
€ 

P(Sense1 |Feature)
P(Sense2 |Feature)



WSD Evaluations and baselines 

�  In vivo versus in vitro evaluation 
�  In vitro evaluation is most common now 
◦  Exact match accuracy 
�  % of words tagged identically with manual sense tags 
◦  Usually evaluate using held-out data from same 

labeled corpus 
�  Problems? 
�  Why do we do it anyhow? 

�  Baselines 
◦ Most frequent sense 
◦  The Lesk algorithm 



Most Frequent Sense 

� Wordnet senses are ordered in frequency 
order 

�  So “most frequent sense” in wordnet = 
“take the first sense” 

�  Sense frequencies come from SemCor 



Ceiling 

� Human inter-annotator agreement 
◦ Compare annotations of two humans 
◦ On same data 
◦ Given same tagging guidelines 

� Human agreements on all-words corpora 
with Wordnet style senses 
◦  75%-80%  



WSD: Dictionary/Thesaurus methods 

� The Lesk Algorithm 
�  Selectional Restrictions and Selectional 

Preferences 



Simplified Lesk 
� Count the overlap between the context and 

the dictionary definition 
◦  Sentence:  “The bank can guarantee deposits will 

eventually cover future tuition costs because it 
invest in adjustable-rate mortgage securities 



WSD: Dictionary/Thesaurus methods 

� The Lesk Algorithm 
◦ Compare words in the neighborhood of an 

ambiguous word with words in the definitions 
of those words 

�  Selectional Restrictions and Selectional 
Preferences 



Simplified Lesk 



Original Lesk: pine cone 



Corpus Lesk 

� Add corpus examples to glosses and 
examples 

� The best performing variant 



Bootstrapping 

� What if you don’t have enough data to 
train a system… 

� Bootstrap 
◦  Pick a word that you as an analyst think will 

co-occur with your target word in particular 
sense 
◦ Grep through your corpus for your target 

word and the hypothesized word 
◦ Assume that the target tag is the right one 



Bootstrapping 

�  For bass 
◦ Assume play occurs with the music sense and 

fish occurs with the fish sense 



Sentences extracting using  
“fish” and “play” 



Where do the seeds come from? 
1)  Hand labeling 
2)  “One sense per discourse”: 
◦  The sense of a word is highly consistent within a 

document  - Yarowsky (1995) 
◦  True for topic dependent words 
◦  Not so true for other POS like adjectives and 

verbs, e.g. make, take 
◦  Krovetz (1998) “More than one sense per 

discourse” argues it isn’t true at all once you 
move to fine-grained senses 

3)  One sense per collocation: 
◦  A word reoccurring in collocation with the 

same word will almost surely have the same 
sense. 

Slide adapted from Chris Manning 



Problems 

� Given these general ML approaches, how 
many classifiers do I need to perform 
WSD robustly 
◦ One for each ambiguous word in the language 

� How do you decide what set of tags/
labels/senses to use for a given word? 
◦ Depends on the application 



WordNet Bass 
� Tagging with this set of senses is an 

impossibly hard task that’s probably 
overkill for any realistic application 

 
1.  bass - (the lowest part of the musical range) 
2.  bass, bass part - (the lowest part in polyphonic  music) 
3.  bass, basso - (an adult male singer with the lowest voice) 
4.  sea bass, bass - (flesh of lean-fleshed saltwater fish of the family Serranidae) 
5.  freshwater bass, bass - (any of various North American lean-fleshed 

freshwater fishes especially of the genus Micropterus) 
6.  bass, bass voice, basso - (the lowest adult male singing voice) 
7.  bass - (the member with the lowest range of a family of musical 

instruments) 
8.  bass -(nontechnical name for any of numerous edible  marine and 
          freshwater spiny-finned fishes) 



Senseval History 
� ACL-SIGLEX workshop (1997) 
◦  Yarowsky and Resnik paper 

�  SENSEVAL-I (1998) 
◦  Lexical Sample for English, French, and Italian 

�  SENSEVAL-II (Toulouse, 2001) 
◦  Lexical Sample and All Words 
◦ Organization: Kilkgarriff (Brighton) 

�  SENSEVAL-III (2004) 
�  SENSEVAL-IV à  SEMEVAL (2007) 
� à SEMEVAL 2015 



WSD Performance 
�  Varies widely depending on how difficult the 

disambiguation task is 
� Accuracies of over 90% are commonly 

reported on some of the classic, often fairly 
easy, WSD tasks (pike, star, interest) 

�  Senseval brought careful evaluation of 
difficult WSD (many senses, different POS) 

�  Senseval 1: more fine grained senses, wider 
range of types: 
◦ Overall: about 75% accuracy 
◦ Nouns: about 80% accuracy 
◦  Verbs: about 70% accuracy 



Word Similarity 
�  Synonymy is a binary relation 
◦  Two words are either synonymous or not 

�  We want a looser metric 
◦  Word similarity or 
◦  Word distance 

�  Two words are more similar 
◦  If they share more features of meaning 

�  Actually these are really relations between senses: 
◦  Instead of saying “bank is like fund” 
◦  We say 

�  Bank1 is similar to fund3 
�  Bank2 is similar to slope5 

�  We’ll compute them over both words and senses 



Why word similarity 

�  Information retrieval 
� Question answering 
� Machine translation 
� Natural language generation 
� Language modeling 
� Automatic essay grading 



Two classes of algorithms 

� Thesaurus-based algorithms 
◦  Based on whether words are “nearby” in 

Wordnet or MeSH 

� Distributional algorithms 
◦  By comparing words based on their 

distributional context 



Thesaurus-based word similarity 

� We could use anything in the thesaurus 
◦ Meronymy 
◦  Glosses 
◦  Example sentences 

�  In practice 
◦  By “thesaurus-based” we just mean 
�  Using the is-a/subsumption/hypernym hierarchy 

� Word similarity versus word relatedness 
◦  Similar words are near-synonyms 
◦  Related could be related any way 
�  Car, gasoline: related, not similar 
�  Car, bicycle: similar 



Path based similarity 

� Two words are similar if nearby in 
thesaurus hierarchy (i.e. short path 
between them) 



Refinements to path-based similarity 

�  pathlen(c1,c2) = number of edges in the 
shortest path in the thesaurus graph between 
the sense nodes c1 and c2 

�  simpath(c1,c2) = -log pathlen(c1,c2) 
�  wordsim(w1,w2) = 
◦   maxc1∈senses(w1),c2∈senses(w2) sim(c1,c2) 



Problem with basic  
path-based similarity 

� Assumes each link represents a uniform 
distance 

� Nickel to money seem closer than nickel to 
standard 

�  Instead: 
◦ Want a metric which lets us  
◦ Represent the cost of each edge 

independently 



Information content similarity metrics 

� Let’s define P(C) as: 
◦ The probability that a randomly selected 

word in a corpus is an instance of concept c 
◦  Formally: there is a distinct random variable, 

ranging over words, associated with each 
concept in the hierarchy 
◦  P(root)=1 
◦ The lower a node in the hierarchy, the lower 

its probability 



Information content similarity 

� Train by counting in a corpus 
◦  1 instance of “dime” could count toward 

frequency of coin, currency, standard, etc 

� More formally: 

€ 

P(c) =

count(w)
w∈words(c )
∑

N



Information content similarity 
� WordNet hierarchy augmented with probabilities 

P(C) 



Information content: definitions 

�  Information content: 
◦  IC(c)=-logP(c) 

�  Lowest common subsumer 
◦  LCS(c1,c2) = the lowest common subsumer 
�  I.e. the lowest node in the hierarchy that subsumes 

(is a hypernym of) both c1 and c2 
�  We are now ready to see how to use 

information content IC as a similarity metric 



Resnik method 
�  The similarity between two words is related to 

their common information 
�  The more two words have in common, the 

more similar they are 
�  Resnik: measure the common information as: 
◦  The info content of the lowest common subsumer of 

the two nodes 
◦  simresnik(c1,c2) = -log P(LCS(c1,c2)) 



Dekang Lin method 
�  Similarity between A and B needs to do 

more than measure common information 
�  The more differences between A and B, the 

less similar they are: 
◦  Commonality: the more info A and B have in 

common, the more similar they are 
◦  Difference: the more differences between the info 

in A and B, the less similar 
� Commonality: IC(Common(A,B)) 
� Difference: IC(description(A,B)-

IC(common(A,B)) 



Dekang Lin method 

�  Similarity theorem: The similarity between A 
and B is measured by the ratio between the 
amount of information needed to state the 
commonality of A and B and the information 
needed to fully describe what A and B are 
simLin(A,B)=  log P(common(A,B)) 
    logP(description(A,B)) 

�  Lin furthermore shows (modifying Resnik) 
that info in common is twice the info 
content of the LCS 



Lin similarity function 

�  SimLin(c1,c2) = 2 x log P (LCS(c1,c2)) 
         log P(c1) + log P(c2) 

 

�  SimLin(hill,coast) = 2 x log P (geological-formation)) 
     log P(hill) + log P(coast) 

� = .59 



Extended Lesk  
�  Two concepts are similar if their glosses 

contain similar words 
◦  Drawing paper: paper that is specially prepared 

for use in drafting 
◦  Decal: the art of transferring designs from 

specially prepared paper to a wood or glass 
or metal surface 

�  For each n-word phrase that occurs in both 
glosses 
◦  Add a score of n2  
◦  Paper and specially prepared for 1 + 4 = 5… 



Summary: thesaurus-based similarity 



Problems with thesaurus-based methods 

� We don’t have a thesaurus for every 
language 

� Even if we do, many words are missing 
� They rely on hyponym info: 
◦  Strong for nouns, but lacking for adjectives 

and even verbs 

� Alternative 
◦ Distributional methods for word similarity 



Distributional methods for word similarity 

�  Firth (1957): “You shall know a word by the 
company it keeps!” 

� Nida example noted by Lin: 
◦  A bottle of tezgüino is on the table 
◦  Everybody likes tezgüino 
◦  Tezgüino makes you drunk 
◦ We make tezgüino out of corn. 

�  Intuition:  
◦  just from these contexts a human could guess 

meaning of tezguino 
◦  So we should look at the surrounding contexts, 

see what other words have similar context. 



Context vector 
� Consider a target word w 
�  Suppose we had one binary feature fi for 

each of the N words in the lexicon vi 
� Which means “word vi occurs in the 

neighborhood of w” 
� w=(f1,f2,f3,…,fN) 
�  If w=tezguino, v1 = bottle, v2 = drunk, v3 

= matrix: 
� w = (1,1,0,…) 



Intuition 

� Define two words by these sparse 
features vectors 

� Apply a vector distance metric 
�  Say that two words are similar if two 

vectors are similar 



Distributional similarity 

�  So we just need to specify 3 things 
1. How the co-occurrence terms are defined 
2. How terms are weighted  

�  (frequency? Logs? Mutual information?) 

3. What vector distance metric should we use? 
�  Cosine? Euclidean distance? 



Defining co-occurrence vectors 

�  Just as for WSD 
� We could have windows 
◦  Bag-of-words 
◦ We generally remove stopwords 

�  But the vectors are still very sparse 
�  So instead of using ALL the words in the 

neighborhood 
� How about just the words occurring in 

particular relations 
  



Defining co-occurrence vectors 

� Zellig Harris (1968) 
◦ The meaning of entities, and the meaning of 

grammatical relations among them, is related 
to the restriction of combinations of these 
entitites relative to other entities 

�  Idea: parse the sentence, extract syntactic 
dependencies: 



Co-occurrence vectors based on 
dependencies 

�  For the word “cell”: vector of NxR 
features 
◦ R is the number of dependency relations 



2. Weighting the counts  
(“Measures of association with context”) 

� We have been using the frequency of 
some feature as its weight or value 

� But we could use any function of this 
frequency 

� Let’s consider one feature 
�  f=(r,w’) = (obj-of,attack) 
� P(f|w)=count(f,w)/count(w) 

� Assocprob(w,f)=p(f|w) 



Intuition: why not frequency 

�  “drink it” is more common than “drink wine” 
�  But “wine” is a better “drinkable” thing than “it” 
�  Idea: 
◦  We need to control for change (expected frequency) 
◦  We do this by normalizing by the expected frequency 

we would get assuming independence 



Weighting: Mutual Information 
� Mutual information: between 2 random variables 

X and Y 

� Pointwise mutual information: measure of how 
often two events x and y occur, compared with 
what we would expect if they were independent: 

 
 



Essential Information Theory 
� Developed by Shannon in the 40s 
◦ Maximizing the amount of information that 

can be transmitted over an imperfect 
communication channel 
◦ Data compression (entropy) 
◦ Transmission rate (channel capacity) 

�  In Computational Linguistics 
◦ Underlies perplexity:  measure of how well a 

particular grammar matches a particular 
language 



Entropy 
�  X: discrete RV, p(X)  
�  Entropy (or self-information) 

�  Entropy measures the amount of information in a 
RV; it’s the average length of the message needed to 
transmit an outcome of that variable using the 
optimal code 

�  Lower bound on the number of bits needed to 
encode a decision or piece of information 

p(x)p(x)logH(X)H(p)
Xx

2∑
∈

−==



Example 

� There are 8 horses in a race.  You want to 
send a bet to your bookie.  How many 
bits do you need? 
◦  Simplest is 3:  000,001,011, … 
◦  If we bet all day, the average number of bits is 

3 

� But assume this distribution of priors on 
the horse 



Example (cont) 
�  Entropy of the random variable X that ranges 

over the horses 

 
= -1/2log1/2 - 1/4log1/4 … 
= 2 bits 

�  For example, we could encode the most likely 
horse with the code 0, the next with 10, the next 
with 110, 1110, … 

� One bit is the most frequent.  If we bet all day, 
the average would be 2 bits. 

p(x)p(x)logH(X)H(p)
Xx

2∑
∈

−==



Joint Entropy  

� The joint entropy of 2 RV X,Y is the 
amount of the information needed on 
average to specify both their values 

∑∑
∈ ∈

−=
Xx y

Y)y)logp(X,p(x,Y)H(X,
Y



Conditional  Entropy 
�  The conditional entropy of a RV Y given another X, 

expresses how much extra information one still 
needs to supply on average to communicate Y given 
that the other party knows X 

( )X)|logp(YE   x)|y)logp(yp(x,

x)|x)logp(y|p(yp(x)

x)X|p(x)H(YX)|H(Y

Xx Yy

Xx Yy

Xx

−=−=

−=

==

∑∑

∑ ∑

∑

∈ ∈

∈ ∈

∈



Chain Rule  

X)|H(YH(X)  Y)H(X, +=

),...XX|H(X....)X|H(X)H(X)X...,H(X 1n1n121n1, −+++=



Mutual Information 

�  I(X,Y) is the mutual information between X and Y. It 
is the reduction of uncertainty of one RV due to 
knowing about the other, or the amount of 
information one RV contains about the other 

Y)I(X,  X)|H(Y -H(Y)  Y)|H(X-H(X)
 Y)|H(XH(Y)   X)|H(YH(X)  Y)H(X,

==

+=+=



 Mutual Information (cont) 

�  I is 0 only when X,Y are independent: 
H(X|Y)=H(X) 

� H(X)=H(X)-H(X|X)=I(X,X)  Entropy is 
the self-information 

 

X)|H(Y -H(Y)  Y)|H(X-H(X)  Y)I(X, ==



Entropy and Linguistics 
� Entropy is measure of uncertainty. The 

more we know about something the 
lower the entropy.  

�  If a language model captures more of the 
structure of the language, then the 
entropy should be lower. 

� We can use entropy as a measure of the 
quality of our models 



Weighting: Mutual Information 

�  Pointwise mutual information: measure of how often 
two events x and y occur, compared with what we would 
expect if they were independent: 

�  PMI between a target word w  and a feature f : 



Mutual information intuition 

� Objects of the verb drink 



Lin is a variant on PMI 
�  Pointwise mutual information: measure of how often 

two events x and y occur, compared with what we would 
expect if they were independent: 

 
�  PMI between a target word w  and a feature f : 

 
�  Lin measure: breaks down expected value for P(f) 

differently: 



Summary: weightings 

�  See Manning and Schuetze (1999) for more 



3. Defining similarity between vectors 



Summary of similarity measures 



Evaluating similarity 
�  Intrinsic Evaluation: 
◦ Correlation coefficient between algorithm 

scores 
�  And word similarity ratings from humans  

� Extrinsic (task-based, end-to-end) 
Evaluation: 
�  Malapropism (spelling error) detection 
�  WSD 
�  Essay grading 
�  Taking TOEFL multiple-choice vocabulary tests 
�  Language modeling in some application  



An example of detected plagiarism 



Detecting hyponymy and other 
relations 
�  Could we discover new hyponyms, and add them to 

a taxonomy under the appropriate hypernym? 
�  Why is this important?  
◦  “insulin” and “progesterone are in WN 2.1,  
 but “leptin” and “pregnenolone” are not. 

◦  “combustibility” and “navigability”,  
 but not “affordability”, “reusability”, or “extensibility”. 

 
◦  “HTML” and “SGML”, but not “XML” or “XHTML”. 

◦  “Google” and “Yahoo”,  but not “Microsoft” or “IBM”. 

�  This unknown word problem occurs throughout 
NLP 



Hearst Approach 

� Agar is a substance prepared from a 
mixture of red algae, such as Gelidium, for 
laboratory or industrial use. 

� What does Gelidium mean? How do you 
know? 



Hearst’s hand-built patterns 
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Distributional Semantics: 
Word Association and Similarity 
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Word Association Measures 

� Goal: measure the statistical strength of 
word (term) co-occurrence in corpus 
◦ How strongly two words are associated? 
◦ Also called 1st-order similarity 

� Based on contingency table (next slide) 
 

a b 

c d 

y 

~y 

x ~x 



 Term Co-occurrence Representation 

�  Surface form vs. lemma 
◦  Lemma: base form of a word, as in dictionary 
◦  Produced as output by lemmatizer 
�  Input: surface form, POS 
�  Example tool: http://nltk.org/api/nltk.stem.html 

� Co-occurrence in a narrow/wide window  
� Co-occurrence in a syntactic relationships 
◦  E.g. Subj-verb 
◦ Typically based on dependency structure 

116 
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Point-wise Mutual Information 
�  Simple co-occurrence measures: 
◦  For two co-occurring words x,y:     freq(x,y), log(freq(x,y)+1) 
◦  Do not normalize for word frequency 

 
�  PMI normalizes for word frequency: 

�  Estimation – according to the space of co-occurrences! 
◦  Out of all counted co-occurrences, what is the probability of 

x-y,  x-*,  *-y ? (more detail in PMI for 2nd-order similarity) 
�  Disadvantage: the PMI value is inflated for low freq(x,y) 

�  Chapter about PMI: http://nlp.stanford.edu/fsnlp/promo/
colloc.pdf, 5.4 סעיף  

 

)(
)|(log)(

)(log)()(
),(log),( yP

xyP
xP
yxP

yPxP
yxPyxPMI ===
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Dice association measure 

�  Dice formula: 

◦  Associated words for: baseball 
�  Co-occurring unigrams: pitcher, league, bat, Yankees. 
�  Co-occurring bigrams: baseball player/team, major league, 

Jackie Robinson, Ted Williams.  
◦  Capturing topical co-occurrence 

2* ( , )
( ) ( )
count c t

count c count t+



The distributional hypothesis  
(Firth, Harris) 
�  “You shall know a word by the company 

it keeps” (Firth) 
� Similar words tend to occur in similar 

contexts 

� What does “similar” mean? 
◦ We’ll get back to this later 
◦  Partly still an open question 
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What word can appear in the context of all 
these words? 

Word 1: drown, bathroom, 
shower, fill, fall, lie, 
electrocute, toilet, 
whirlpool, iron, gin 

Word 2: eat, fall, pick, slice, 
peel, tree, throw, fruit, pie, 
bite, crab, grate 

Word 3: advocate, 
overthrow, establish,  
citizen, ideal, 
representative, dictatorship, 
campaign, bastion, freedom 

Word 4: spend, enjoy, 
remember, last, pass, end, 
die, happen, brighten, relive  



What word can appear in the context of all 
these words? 

Word 1: drown, bathroom, 
shower, fill, fall, lie, 
electrocute, toilet, 
whirlpool, iron, gin 

Word 2: eat, fall, pick, slice, 
peel, tree, throw, fruit, pie, 
bite, crab, grate 

Word 3: advocate, 
overthrow, establish,  
citizen, ideal, 
representative, dictatorship, 
campaign, bastion, freedom 

Word 4: spend, enjoy, 
remember, last, pass, end, 
die, happen, brighten, relive  

bathtub apple 

democracy 
day 



What can you say about word number 5? 
Distributional Similarity (2nd-order) 

Word 1: drown, bathroom, 
shower, fill, fall, lie, 
electrocute, toilet, whirlpool, 
iron, gin 

Word 2: eat, fall, ripe, slice, 
peel, tree, throw, fruit, pie, 
bite, crab, grate 

Word 3: advocate, 
overthrow, establish,  citizen, 
ideal, representative, 
dictatorship, campaign, 
bastion, freedom 

Word 4: spend, enjoy, 
remember, last, pass, end, die, 
happen, brighten, relive  

bathtub apple 

democracy 

day 

Word 5: eat, paint, peel, 
apple, fruit, juice, lemon, 
blue, grow 



Word 1: drown, bathroom, 
shower, fill, fall, lie, 
electrocute, toilet, whirlpool, 
iron, gin 

Word 2: eat, fall, ripe, slice, 
peel, tree, throw, fruit, pie, 
bite, crab, grate 

Word 3: advocate, 
overthrow, establish,  citizen, 
ideal, representative, 
dictatorship, campaign, 
bastion, freedom 

Word 4: spend, enjoy, 
remember, last, pass, end, die, 
happen, brighten, relive  

bathtub apple 

democracy 

day 

Word 5: eat, paint, peel, 
apple, fruit, juice, lemon, 
blue, grow

orange 

What can you say about word number 5? 
Distributional Similarity (2nd-order) 



Counting context words 
�  They picked up red 

apples that had 
fallen to the ground 

�  Eating apples is 
healthy 

Word count, 3-word 
context window, 
lemmatized 
 

�  She ate a red apple 
�  Pick an apple. 

a be eat fall have healthy pick red that up 

2 1 2 1 1 1 2 2 1 1 



Distributional semantics 
� Comparing two words: 
◦ Look at all context words for word1 
◦ Look at all context words for word2 
◦ How similar are those two context collections 

in their entirety? 
� Compare distributional representations of 

two words 



How can we compare two context 
collections in their entirety? 

eat fall ripe slice peel tre
e 

throw frui
t 

pie bite cra
b 

794 244 47 221 208 160 145 156 109 104 88 

Count how often “apple” occurs close to other words  
in a large text collection (corpus): 

Interpret counts as coordinates: 
fall 

eat 

apple 
Every context word 
becomes a dimension. 



How can we compare two context 
collections in their entirety? 

eat fall ripe slice peel tre
e 

throw frui
t 

pie bite cra
b 

794 244 47 221 208 160 145 156 109 104 88 

Count how often “apple” occurs close to other words  
in a large text collection (corpus): 

Do the same for “orange”: 

eat fall ripe slice peel tre
e 

throw frui
t 

pie bite cra
b 

265 22 25 62 220 64 74 111 4 4 8 



How can we compare two context 
collections in their entirety? 

eat fall ripe slice peel tre
e 

throw frui
t 

pie bite cra
b 

794 244 47 221 208 160 145 156 109 104 88 

Then visualize both count tables as vectors in the same space: 

eat fall ripe slice peel tre
e 

throw frui
t 

pie bite cra
b 

265 22 25 62 220 64 74 111 4 4 8 

fall 

eat 

apple 

orange 

Similarity between 
two words as  
proximity in space 



Using distributional models 
� Finding (near-)synonyms: automatically 

building a thesaurus 
� Related: use distributional similarity of 

documents (containing similar words) in 
Information Retrieval 



Where can we find texts to use for making a 
distributional model? 
�  Text in electronic form! 
�  Newspaper articles 
�  Project Gutenberg: older books available for free 
�  Wikipedia 
�  Text collections prepared for language analysis: 
◦  Balanced corpora 
◦  WaC: Scrape all web pages in a particular domain 
◦  ELRA, LDC hold corpus collections 
�  For example, large amounts of newswire reports 

◦  Google n-grams, Google books 



How much text do we need? 
� At least:  

British National Corpus, 100 million 
words 

� Better: add 
◦ UKWaC (2 billion words) 
◦ Wikipedia (2 billion words) 



What do we mean by  
“similarity” of vectors? 
Euclidean distance (a dissimilarity measure!):  

orange

dist(�p, �q) =

⌅⇤⇤⇥
n�

i=1

(pi � qi)2)
apple



Problem with Euclidean distance: very 
sensitive to word frequency! 

Braeburn

apple



What do we mean by  
“similarity” of vectors? 
Cosine similarity: 

orange

apple

cos(�p, �q) =
�n

i=1 pi · qi⇥�n
i=1 p2

i ·
⇥�n

i=1 q2
i

Use angle between vectors 
instead of point distance 
to get around word  
frequency issues 



Some counts for “letter” in “Pride and 
Prejudice”. What do you notice?  

the to of and a he
r 

she his is was in that 

102 75 72 56 52 50 41 36 35 34 34 33 

had i from you as this mr for not on be he 

32 28 28 25 23 23 22 21 21 20 18 17 

but elizabeth with him which by when jan
e 

17 17 16 16 16 15 14 12 



Some counts for “letter” in “Pride and 
Prejudice”. What do you notice?  

the to of and a he
r 

she his is was in that 

102 75 72 56 52 50 41 36 35 34 34 33 

had i from you as this mr for not on be he 

32 28 28 25 23 23 22 21 21 20 18 17 

but elizabeth with him which by when jan
e 

17 17 16 16 16 15 14 12 

All the most frequent co-occurring words are function words. 



Some words are more informative 
than others 
� Function words co-occur frequently with 

all words 
◦ That makes them less informative 

� They have much higher co-occurrence 
counts than content words 
◦ They can “drown out” more informative 

contexts 



Using association rather than  
co-occurrence counts 

�  Degree of association between target and context: 
◦  High association: high co-occurrence with “letter”, lower 

with everything else 
◦  Low association: lots of co-occurrence with all words 

�  Many ways of implementing this 
�  For example Pointwise Mutual Information between 

target a and context  b: 

  PMI(a, b) = log
P (a, b)

P (a) · P (b)



Alternative Co-occurrence 
Represesntations 
� Types of labels on dimensions: 
◦ Word forms or lemmas 
◦ Bag-of-words context words: 
�  Wide context: topical similarity 
�  Narrow context: Mostly dog-animal,  

not so much dog-leash 
� Good approximation of syntactic-based contexts 

◦  Syntactic parse relations  
�  Mostly dog-animal, not so much dog-leash 
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Syntactic-based Co-occurrences 

           Country                 State 
 

Industry, genitive    Neighboring, modifier  
Neighboring, modifier    … 
…     Governor, modifier 
Visit, object     Parliament, genitive 
…     Industry, genitive  
Population, genitive   … 
Governor, modifier    Visit, object 
Parliament, genitive   President, genitive 
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Similarity Measure Computation 

143 
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Computing Various Similarity Measures 

� Cosine: 

� Weighted Jaccard (Min/Max): 
I: PMI 
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Lin’s (1998) Similarity Measure 
 

�  Commonly used 

◦  Feature weights - PMI 

◦  Similarity metric 

∑ ∑

∑

∈ ∈

∩∈

+

+

=
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A Unifying Schema of Similarity 
� A general schema encoding most 

measures 
�  Identifies explicitly the important factors 

that determine (word) similarity 
� Provides the basis for: 
◦   a general and efficient similarity computation 

procedure 
◦  evaluating and comparing alternative 

measures and components 
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Mapping to Unified Similarity Scheme 

joint(assoc(u,att),assoc(v,att)) 

joint(assoc(u,att),assoc(v,att)) 

0 
0 
7 
11 
0  
0 
3 
0   
0 
17  
0 
0 
4 

u 
assoc(u,att) 

count(u,att) 

( ) ( )( )  ,∑=
att

attu  assoc g  uW

0 
16 
0 
5 
0  
8 
0 
0 
0 
45  
0 
0 
6 

v assoc(v,att) 

count(v,att) 
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Association and Joint Association 
� assoc(u,att): quantify association strength 
◦ mutual information, weighted log frequency, 

conditional probability (orthogonal to scheme) 
�  joint(assoc(u,att),assoc(v,att)): quantify the 

“similarity” of the two associations 
◦  ratio, difference, min, product 

�    ( ) ( )( )
( )

∑=
∈ vuBoth  att

attv, assoc,attu, assoc jointvuSJ
,

),(

( ) ( ) ( ){ } attv,freq  ,attu,freq  att vuBoth 00, >>=
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Normalization 
� Global weight of a word vector: 

◦  For cosine:   

� Normalization factor: 

◦  For cosine: 

( ) ( )( )
( )

  ,∑
∈

=
u Just  att

attu  assoc g  uW ( ) ( ){ } attu,freq  att uJust 0>=
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∈ uJust  att

attu assocuW 2,
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The General Similarity Scheme 

( ) ( )
( )

( )
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Min/Max Measures 

�  May be viewed as (assuming non negative assoc): 
 
 

�  What about norm? 

sim u v assoc u att assoc v att
assoc u att assoc v att

att
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Associations Used with Min/Max 

� Point-wise mutual information  
(used by Dagan et al., 1993/5): 

assoc u att P u att
P u P att

P att u
P att

P uatt
P u

( , ) log ( , )
( ) ( )

log
( )
( )

log
( )
( )

= = =
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Cosine Measure 

� Used for word similarity (Ruge, 1992) with:    
assoc(u,att)=ln(freq(u,att))  

� Popular for document ranking (vector space) 

cos( , ) ( , ) ( , )
( , ) ( , )

u v assoc u att assoc v att
assoc w att assoc w att
att

att att
=

⋅

⋅

∑

∑ ∑1
2

2
2

assoc doc term tf idf

tf freq doc term
freq doc

( , )
( , )

max ( , )

= ⋅

=
⋅

idf docfreq
docfreq term

=
⋅
+log max ( )

( )
1
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Efficient Computation 

•  Pseudocode – next slide 
•  Complexity reduced by “sparseness” factor –  

                     #non-zero cells / total #cells 
§  Two orders of magnitude in corpus data 

v1 …        vj         vm u 

i 1 . . . n 

atti 

Similarity 
Results  j m1 . . . 

•  Efficient implementation through sparse matrix indexing 
§  By computing over common attributes only (both ) 

attributes 

words 
att1 
 
 
atti 
 
 
attn 



Computing SJ for a word u 
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(1)  For each att in ATT(u)                                                                     
(2)        For each v in W(att)                                                         
(3)            SJ(u,v) = SJ(u,v) + joint(assoc(u,att),assov(v,att)) 



PMI for Distributional Vectors 

�  PMI(x,y) is defined for a joint distribution of two 
random variables X and Y, measuring the association 
between the pair of values x and y 
◦  <x,y> is an ordered pair 

�  PMI(u,att) is defined for a space of co-occurrences of 
words (X) with attributes/features (Y ) 
◦  Co-occurrence in a window – att is a word v 
◦  Co-occurrence in a syntactic relation – att is a pair of a word 

and the directional dependency relation 
�  E.g.: <read, <book, obj↓>> vs. <book, <read, obj↑>> 
◦  Notice: each such word co-occurrence is counted twice 
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Estimating PMI probabilities 
�  Probability estimation is based on #(u,att) – number 

of times u counted (occurred) with att 
◦  For “symmetric” word co-occurrence features: #(*,*) is twice 

the number of co-occurrences observed in corpus 
�  p(u,att) – the probability that a random word-attribute 

co-occurrence will have u as the word and att as the 
attribute 

�  p(u) [ p(att) ] – the probability that a random word-
attribute co-occurrence will have u as the word  [ att 
as the attribute ] 
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Estimation Sanity Checks 

�  Each distribution (for each u,att) sums to 1: 
 
 
 
 

�  Definition of marginal probabilities: 
 
 
 
 

�  PMI is symmetric: PMI(u,v)=PMI(v,u) 
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Distributional Inclusion for 
Directional Similarity 
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Symmetric Similarity 
n  The top most similar words for food 

 meat clothing water sugar 
beverage foodstuff coffee material 
goods textile meal chemical 
medicine fruit tobacco equipment 
drink feed fuel rice 
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Directional Similarity: u à v 
�  Distributional inclusion:  
◦  If u à v, then all the characteristic contexts of u are expected to be 

possible contexts for v 
 (Weeds et al., 2004; Geffet and Dagan, 2005) 

biscuit à food 

tasty 
prepare 

dairy 

ingredient 

serve 

eat 

sweet 

high-calorie 

fresh 
homemade 

ß 

juicy 
fast 

balanced 

healthy 

vitamin B rich 

restaurant 

high-protein 

group 
asian 
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Inclusion measures : u à v 
�  Weeds and Weir (2003) 

�  Szpektor and Dagan (2008) 

 

∑

∑

∈

∩∈=→

Fuf
u

FvFuf
u

fw

fw
vusionWeedsPreci

)(

)(
)(

)(),()( vusionWeedsPrecivusimvuonbalPrecisi Lin →⋅=→

“pierce X”  à “marry X” 



Evaluations of Word Similarity 
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Empirical Evaluation 
•  Thesaurus for query expansion (e.g. “insurance laws”): 

   Top similar words for law :     
 
Word   Similarity      Judgment (for QE) 
regulation  0.050242  + 
rule   0.048414  + 
legislation  0.038251  +                          
guideline  0.035041  +                          
commission  0.034499  -                          
bill   0.033414  +                          
budget   0.031043  -                          
regulator  0.031006  +                          
code   0.030998  +                          
circumstance  0.030534  -                          
 
 • Precision and relative Recall at each point in the list 

•  Post-hoc evaluation 
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Comparing Measure Combinations 

Recall 
(relative) 

Precision 

•  Min/Max schemes worked better than cosine and Jensen-Shannon (almost by 
20 points); stable over association measures 
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Effect of Co-occurrence Type on 
Semantic Similarity (R/P curve) 
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Average Precision Evaluation Measure 

�  Apply Average Precision measure, 
common in IR for comparison of 
different search engines 

 

�  A good engine should: 
◦  find many relevant documents 
◦  find no or not many irrelevant 

documents 
◦  place relevant documents at high 

ranks in the list 

Doc.1 
Doc.2 
Doc.3 
Doc.4 
Doc.5 
… 

Doc.9 
Doc.10 
… 

Doc.300 
… 

Doc.K 

Doc.1 
Doc.2 
Doc.3 
Doc.4 
… 

Doc.10 
… 

Doc.100 
… 

Doc.1000 
… 

Doc.5000 
… 

Doc.N 
 

     Retrieved   Relevant 

;
][

1

N

relPrec
AP

K

R
RR∑

=

⋅
=

functionindicatorrel −

∑
=

=
R

i
iR rel

R
Prec

1

1



AP For Word Similarity 
�  Retrieved: 
◦  Similar words proposed by similarity measure 
◦  Top ranked – by top-k or threshold (as in IR) 

�  Relevant: 
◦  Words judged as similar 
�  From the union retrieved by all evaluated measures (as in 

relative recall, for post-hoc evaluation) 
�  From a pre-defined gold standard (e.g. BLESS) 

�  Judge only retrieved appearing in gold standard (pos/neg) 

�  Mean Average Precision (MAP) 
◦  Average AP values over all target words (queries) 
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DIRT: 
Learning Inference Rules between 
Templates by Distributional Similarity 
 
Lin and Pantel, JNLE 2001  
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DIRT: Inference Rules for Predicate Templates 
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Distributional Hypothesis for Paths 
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Dependency Paths  
(in both directions) 

X 

X Y 

Y 
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Path Similarity 

�  Between X (Y) slots of two paths: 
 
 
 

�  Between two paths: 
 
 
 

�  Simple efficiency technique: compute for paths that 
share at least one feature, and at least 1% of the union 
of their features. 
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Distributional Similarity Tool 
EXCITEMENT Open Platform 
Meni Adler, Bar-Ilan University 
 
Quick-start resource generation guide:  
https://github.com/hltfbk/Excitement-Open-Platform/wiki/Resource-generation-guide 
User guide documentation:  
https://github.com/hltfbk/Excitement-Open-Platform/wiki/Distsim-user-guide 
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Architecture – Single Measure 

Element-­‐feature	
  Scorer 

Element-­‐feature	
  Scorings 

Element-­‐feature	
  Counter 

Preprocessor 

Co-­‐occurrence	
  Extractor 

Element	
  Similarity	
  Calculator 

Element	
  Similari7es 

Annotated	
  Corpus 

Co-­‐occurrence	
  Set 

Element-­‐feature	
  Distribu9on	
   

CooccurrenceExtrac7on 

ElementFeatureExtrac7on 

FeatureScoring 

ElementScoring 

ElementSimilarityScoring 



Selected Interfaces 
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§  Implementations 
§  Count 

§  TFIDF 
§  Dice 

§  PMI 
§  Prob 

public interface FeatureScoring { 
    double score(Element element, Feature feature,  
       final double totalElementCount,  
       final double jointCount)  
          throws ScoringException; 
} 



Selected Interfaces 
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public interface ElementSimilarityScoring  { 
 
    void addElementFeatureScore( 
                double leftElementFeatureScore,  
                double rightElementFeatureScore); 
 
    double getSimilarityScore(double leftDenominator,  
                                               double rightDenominator); 
} 

§  Implementations 
§  Cosine 

§  Lin 
§  Cover 

§  APinc 
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Architecture – Integration of Multiple 
Measures 

Element	
  Similari7esn 

Combined	
  Element	
  Similari7es 

… 

Similari7es	
  Integrator ElementSimilarityCombina7on 

Element	
  Similari7es1 
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Examples 
§  Lin 

§  Co-occurrences: pair of lemmas with their dependency relations 

§  Elements: lemmas  
§  Features: lemmas and their dependency relations 

§  Feature scoring: PMI 
§  Vector similarities: Lin 

§  DIRT 
§  Co-occurrences: dependency paths and their arguments 

§  Elements: dependency paths 

§  Features: X arguments, Y arguments 
§  Feature scoring: PMI 

§  Vector similarities: Lin 
§  Scoring integration: Geometric mean of X-based and Y-based scores 


